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Differential Equation Model for Accommodation
Magnetization

Edward Della Torre, Fellow, IEEE, Levent Yanik, A. Emre Yarimbiyik, and Michael J. Donahue

Abstract—We use the differential equation method of com-
puting the accommodation magnetization in a modified Preisach
model. We present the properties of this model for a Gaussian
medium, and show that the resulting model has neither the
congruency property nor the deletion property.

Index Terms—Accommodation, hysteresis, magnetic media,
Preisach modeling.

I. INTRODUCTION

ACCOMMODATION is a rate-independent modification of
minor loops cycled between the same two fields. It dif-

fers from thermal magnetic aftereffect, which is rate dependent.
Both effects cause minor loops to drift toward a limit, and both
effects are maximum near the remanent coercivity. In fact, if
one cycles the minor loops at a constant rate, the two effects
would be almost indistinguishable. The accommodating loop
would drift depending upon how many times one went around
the minor loop, while the other would drift in time, even if there
were no change in applied field.

The concept of accommodation has been known for some
time [1]. However, the first model for calculating it was pre-
sented more recently [2]. Several papers have been written on
measuring it such as [3], [4], and recently, rotational accom-
modation has been reported [5], that is minor loops that do not
close due to a rotating magnetic field. Since the Preisach model
cannot compute accommodation due to the deletion property, it
has to be modified. The principle of this model is the same as
that in [2], but is easier to compute. It is based on a particular in-
stability of the Preisach function as the magnetization changes.
Other instabilities, such as that in the moving model and in the
variable variance model, do not lead to accommodation.

The accommodation model is based upon the interaction be-
tween hysterons, so that when one hysteron switches, it affects
the switching characteristics of its nearest neighbor. It is noted
that hysterons that are physically close to each other can be quite
far apart in the Preisach plane. Furthermore, when a neighbor
switches, the hysteron characteristic can change appreciably.
Due to this motion, the division of the Preisach plane into sat-
urated regions, separated by a boundary consisting of vertical
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Fig. 1. Division of the Preisach plane for an increasing field.

Fig. 2. Division of the Preisach plane for a decreasing field.

and horizontal segments whose positions depend upon the se-
quence of past applied field extrema, is violated. Thus, one can
end up with particles in a region of the Preisach plane with op-
posite magnetization from its neighbors and with applied fields
too weak to remagnetize them.

In this paper, we will use the differential equation method
of computing the magnetization from the Preisach model as
the basis for the accommodation model, since both the clas-
sical model and the accommodation model divide the Preisach
plane in the same way. The difference between the models is that
in the classical Preisach model, all regions are either saturated
in the positive or the negative direction. In the accommodation
model, the Preisach plane is divided into four regions as shown
in Figs. 1 and 2 for increasing applied fields and decreasing ap-
plied fields, respectively.

The hysterons in region 1 all have up-switching fields less
than the applied field, and hence are saturated in the positive di-
rection in both models. Similarly, the hysterons in region 4 all
have down-switching fields greater than the applied field, and
hence are saturated in the negative direction in both models. The
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boundary between regions 1 and 2 and the boundary between re-
gions 3 and 4 are determined by the current value of the applied
field. The staircase between regions 2 and 3 contains the history
of the magnetizing process.

The two models differ in regions 2 and 3 where all the hys-
terons should be unaffected by the applied field. In the classical
model they remain saturated, but in the accommodation model
they are subject to accommodation. The difference between
these two regions is that in the classical Preisach model they
would have been saturated in different directions. These mag-
netizations are the initial values for the accommodation model
and are slowly diluted by the magnetizing process.

For simplicity, we will use the classical Preisach model as
the basis. Thus, we do not have any reversible component of
magnetization, and there is no motion of the Preisach function
in the plane. These limitations can be easily removed. Further-
more, we shall illustrate the model by assuming that the Preisach
function is Gaussian. The model can easily be modified for any
shape Preisach function. However, with all these limitations, the
accommodation model has neither the congruency property nor
the deletion property that the classical Preisach model has.

II. CALCULATION OF ACCOMMODATION

For a Gaussian medium, it has been shown in [6] that the sus-
ceptibility of the decreasing applied field of the nonaccom-
modation model is where

(1)

where

(2)

is the average critical field of the hysterons, and and are
the standard deviation of the interaction fields and the critical
fields, respectively. The term is the value of the previous
extrema. For a sequence of s, the extrema are pushed onto
a stack. If a maximum follows a previous smaller maximum,
then the previous maximum is popped from the stack. There is
a similar formula for increasing applied field.

At a particular step in a magnetizing process with the applied
field increasing, the Preisach plane is divided into four regions,
as shown in Fig. 1. Let be the integral of the normalized
Preisach function over region . Then

(3)

The classical Preisach model computes the magnetization using

(4)

Thus

and (5)

For a Gaussian medium, it is shown in [6] that with an applied
field , we have

and

(6)

So it follows that

(7)

(8)

These values are valid for both the classical Preisach model and
for the accommodation model.

Let be the magnetic state of region , and be the in-
tegral of the normalized Preisach function in region . For the
classical Preisach model, and .
Thus, , the contribution to the magnetization in region , is

. For the accommodation model, the change in the s is
caused by the motion of hysterons in the Preisach plane. In par-
ticular, we are concerned with the hysterons that move from one
region into others. The average magnetization of all the hys-
terons is . Thus, if there is a change in the applied field, some
dilution takes place and we model the rate of change of the s
by

(9)

and

(10)

The factor measures the effective motion of hysterons when-
ever the magnetization changes and is a measure of the stability
of the Preisach function. If , the function is stable and the

s do not change when the magnetization changes and there is
no accommodation. There is no change in if the magnetiza-
tion does not change; hence, the rate of change is proportional
to the magnitude of the rate of change of . The effect of (9)
and (11) is that in general drifts from 1 to and drifts
from 1 to .

There is an additional correction to the s because we choose
to assign a single value of to a region. To distinguish that from
the previous , we shall use its average and denote it by .
There is a change whenever a region grows by annexing part
of an adjacent region. For example, when is negative and
region 2 grows at the expense of region 1. The region that it
annexes has a , but the particles in that region do not ex-
perience a field large enough to switch them. Thus, the mean
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increases from to the weighted average of and 1. There-
fore, if the change in is negative, then

if (11)

It is seen that in the limit as goes to 0, goes to 1. How-
ever, if is also small, (11) can become indeterminate, so in
an implementation of a program, whenever becomes small,
it is best to explicitly set equal to 1.

Similarly, for an increasing field, region 3 grows at the ex-
pense of region 4, and we have

if (12)

In the limit of small , we set . It is noted that region
2 only grows at the expense of region 1 whenever decreases,
and region 3 only grows at the expense of region 4 whenever

increases. These are the only two corrections that have to be
made.

In the accommodation model, and are diluted by
hysterons of the opposite magnetization. At this point, we can
compute the magnetization with the accommodation model in
two ways. Instead of using (4), we now compute the net nor-
malized magnetization by substituting these s into

(13)

where in the accommodation model, the s are the same as in
the nonaccommodating model, but the s are different. It must
be noted that as the process continues both the s and the s
change, making it difficult to use (14).

Alternately, we can compute the magnetization for the ac-
commodating model from the susceptibility. Using the above

s, we can modify the susceptibility for as

(14)

with a similar expression for . For the accommodating
model, there are four terms to the susceptibility above. The first
two in (14) are along the line and are due to the change
in boundary between the regions. The first, from to

, is similar to the only contribution to the susceptibility
of the nonaccommodating model, except that instead of the
changing from 1 to 1, now it changes from to 1. The other
terms are zero in the nonaccommodating model. Along the re-
mainder of the line , that is from to ,
now changes from to 1, giving rise to the second term in
(14). The last two terms are due to the change in in the various
regions. The third term in (14) is the contribution in region 2 of
the change in , and the fourth term in (14) is the contribution
in region 3 of the change in . There is no contribution to the
susceptibility from regions 1 and 4, since the s do not change

Fig. 3. Hysteresis loops from the accommodation model with � = 2 (dotted
line) and for no accommodation � = 0 (solid line).

Fig. 4. Variation of Q and Q with time for the magnetizing process above.

there. Note that if and are independent of applied field
and are equal to 1 and 1, respectively, then this reduces to
the nonaccommodating model, and .

III. MODEL RESULTS

We have developed a MATLAB program for this algorithm
and included it in the Appendix. This program applies a se-
quence of initialization fields followed by cycling between a
pair of extrema a certain number of times. For simplicity, we
did not include a reversible component in the model, nor did we
use the moving model. The interval between a pair of extreme
fields was divided into a fixed number of intermediate fields.

The magnetization is computed by first computing the s
using (6)–(8). We then computed the s using (11) and (12),
and finally computed the magnetization using the modified s
and the new magnetization is computed from the susceptibility
using (14). We used the Runge–Kutta algorithm to solve the dif-
ferential equation for the regions. At each step, we used this pro-
gram to obtain the following results.
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Fig. 5. Variation of Q over a single cycle.

A sequence of fields was applied to the model and the results
are illustrated in Fig. 3. The sequence of fields, normalized to
the coercivity, first drew the major loop, then went from negative
saturation to 1.2, and then went back and forth between 0.7
and 0.7. It is seen that the effect of increasing from 0 to 2 has
the effect of decreasing the width of the major loop. This is due
to the lower magnetization magnitude for a given field, because
of the decrease of the magnitudes of and from 1. This
can be seen in Fig. 4 from the plot of and with the step
number of the calculation. The negative “spike” in occurs
during the descending portion of the major loop and positive
“spike” in occurs during the ascending portion of the major
loop. After computing the major loop, we drew a sequence of
minor loops, and it is seen that there is a gradual downward drift
in the s which is caused by accommodation.

In order to explain the variation in the s, we have taken a
single cycle of and expanded it as shown in Fig. 5. We see
that there are four distinct regions: from A to B, from B to C,
from C to D, and from D to E. In the first region, from A to B,

increases because the region 2 is growing at the expense of
1, which is saturated positively thus increasing the average value
of , that is, the effect of (11) is felt. In the second region, from
B to C, there is no change at first, because the magnetization is
not changing, and then as the magnetization starts changing,
decreases until the reversal point C. In the third region, from C
to D, there is no change in the magnetization and the region does
not change in size, so does not change. Finally, from D to E,
the fourth region, the magnetization changes and so again
decreases. Due to accommodation the value of at the end of
the cycle, point E, is different from the value at the beginning
of the cycle, point A. Eventually, when the system achieves an
equilibrium, the minor loop will be in a limit cycle with the value
of at the end of the cycle equal to value at the beginning of
the cycle.

We will define the amount of accommodation as the differ-
ence in the magnetization between the beginning and the end of
the first accommodation loop. The amount of accommodation
depends directly on the value of , but in addition, it depends
upon the width of the accommodating loop and the initial mag-

Fig. 6. Variation of �M with �, for �h = 1; � = 0:2; and � = 0:2.

Fig. 7. Variation in the total accommodation as a function of the centroid of the
initial loop for different half-widths of minor loops and initial magnetizations
for � = 2:0.

netization at the start of the accommodating cycles. In particular,
although changing changes the shape of the major loop, there
is no accommodation of the major loop. Also, as the width of
the minor loop goes to zero, there is no accommodation, since
the magnetization does not change.

The amount of accommodation depends upon the sequence of
applied fields. We define the initial accommodation as the
maximum difference between the end of the second-order re-
versal curve and the beginning of the first-order reversal curve
at the same applied field. We maximized the difference in mag-
netization by adjusting the accommodating field limits. A plot
of the dependence on is shown in Fig. 6. Once the other
parameters of the Preisach model have been obtained, this type
of plot should be useful to estimate the value of for a real
material from measurements. We note that this plot would be
different for different values of and , which in these calcu-
lations were both set to 0.2 of , which was normalized.

In order to characterize the total accommodation, we have
plotted in Fig. 7 the total accommodation, that is the change in
the magnetization of the centroid of a symmetrical minor loop
for different values of applied field half-widths, . To obtain
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Fig. 8. Centroid of a limit cycle as a function of the centroid of the initial minor
loop with (solid line) and without accommodation (dotted line).

this data, we started from different fields, , on the ascending
major loop, went to , and then cycle between and

. The centroid of the limit cycle is different depending
upon , because the initial values of and are different
due to the different initial magnetizations. This is an important
difference between this model and [2]. In that paper, regions 2
and 3 were combined in a single region and the final value for

of that region was independent of the starting point.
We note that for , there is no change in the centroid.

The range of the initial centroid is limited by the major loop so
that as increases, the possibility of fitting a wider minor
loop inside the major loop becomes more limited; however, the
total accommodation increases until the extrema of the minor
loop approaches fields near the coercivity. The maximum total
accommodation from an ascending major loop occurs when the
initial loop is near but not touching the descending major loop.
The maximum accommodation occurs around , the
solid line in Fig. 7, which is approximately the same as the
coercivity for this set of parameters. Even though we set the
coercivity of the classical model to unity, when we
increased to 2, the coercivity decreased to 0.8.

In Fig. 8, we plot the final centroid of the minor loop as a
function of the initial centroid for . We see that
starting from the ascending major loop, the accommodation is
downward until the initial centroid falls below . This
is about as far as we can go with the initial centroid since that
is the value that one obtains when one starts the minor loop at

on the major loop.
In order to show how the accommodation approaches the

limit cycle, we have plotted the centroid of the minor loops as a
function of the cycle number in Fig. 9. To obtain this curve, we
used the values of and . It is seen that the motion
of the centroid decreases exponentially with cycle number.

We note that if we plot the height of the minor loops as a
function of the cycle number, for and , as shown
in Fig. 10, the initial minor loop is taller than the subsequent
loops, indicating that this model does not have the congruency

Fig. 9. Motion of centroid of minor loop with cycle number. The squares are
the computed numbers and the solid line is the exponential fit.

Fig. 10. Exponential fit to minor loop height variation with cycle number.

property. In fact, the height of the limit cycle is about half of
the height of the initial loop. Furthermore, repeated application
of the same field does not delete its effects, since it is in a dif-
ferent state. Thus, this model does not have the deletion property
either.

IV. CONCLUSION

We have presented a differential equation model for accom-
modation and the results of that model for a Gaussian medium.
The model is limited by neither the congruency property nor the
deletion property. The amount of accommodation depends upon
the width of the minor loops and their starting point. We present
these results to indicate what experiments are necessary to vali-
date this model. These results are very promising and we intend
in the future to generalize the model to include state-dependent
reversible magnetization, moving Preisach function and a vari-
able variance model by using an operative field and to include
thermal magnetic aftereffect.
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APPENDIX

MATLAB Program Used To Obtain Fig. 3

% accommodation.m

% by Edward Della Torre, Levent Yanik, A. Emre Yarimbiyik and Michael J. Donahue

% Note that the program has no reversible component.

% The program normalizes magnetization to the saturation magnetization and the applied

field to the coercivity.

% The case without accommodation is plotted for convenience.

clear

% Parameters which will be kept constant throughout the program

; % Standard deviations in the critical field

; % Mean critical field

;

;

;

;

;

;

;

% Initializations

;

;

;

;

;

% Default sequence

% ---------------------------------------------------------------------

; % Initial sequence

; % Accommodation constant

; % Number of accommodation cycles

; % Extrema of accommodation cycles

; % Extrema of accommodation cycles

;

% ----------------------------------------------------------------------

% Display default input sequence/user input

disp(‘DEFAULT PARAMETERS AND SEQUENCE OF FIELDS:’);

disp(‘1- Initial sequence: ’);

disp(‘2- Accommodation constant: 2’);

disp(‘3- Number of accommodation cycles: 5’);

disp(‘4- Extremas of accommodation cycles: and ’);

disp(‘5- Resolution: 100’);

;

while

(‘Choose corresponding number to change parameter (enter 0 if you

are done):’)

if

(‘Enter initial sequence between brackets:’);

elseif

(‘Enter accommodation constant :’);

elseif

(‘Enter number of accommodation cycles :’)

elseif

(‘Enter minima of accommodation cycles (h01):’)

(‘Enter maxima of accommodation cycles (h02):’)

elseif

(‘Enter resolution ( for more appropriate results):’)

elseif

disp(‘PLEASE ENTER A NUMBER FROM 0 to 5 NEXT TIME.’);

end

end

% ----------------------------------------------------------------------

for

;

end

;

;

for

;

;

end

% Calculate hysteresis trajectory

for

;

;

;

if

;

;

end

;

;

if % increasing applied field

if &

;

end

;

;

;

;

else % decreasing applied field

if &

;

end

;

;

;

;

end

% Applying Runge–Kutta methods for solving differential equation

;

;

;

;

;

;

if ; end

;

% Including Accommodation

;

;

;

;

;
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;

;

if ; else,

; end

if ; else,

; end

if ; end

if ; end

% Plot routine

figure(1)

set (1, ‘Color’, ‘white’)

;

plot(Hint(1:lenm), m, ‘b’, Hint(1:lenma), ma, ‘r’, Hint(lenm), m(lenm), ‘b*’, Hint(lenma),

ma(lenma), ‘r*’)

' , grid, legend

'

xlabel(‘Applied field’), ylabel(‘Normalized magnetization’)

pause(0)

end

ACKNOWLEDGMENT

The authors would like to thank the members of the Institute
for Magnetics Research and especially Dr. L. H. Bennett and
G. R. Kahler for many useful discussions.

REFERENCES

[1] R. M. Bozorth, Ferromagnetism. Princeton, NJ: Van Nostrand, 1951,
p. 540. Reissued by IEEE Press: Piscataway, NJ, (1993).

[2] E. Della Torre, “A Preisach model for accommodation,” IEEE Trans.
Magn., vol. 30, pp. 2701–2707, Sept. 1994.

[3] W. D. Doyle, L. Varga, L. He, and P. J. Flanders, “Reptation and viscosity
in magnetic recording media in the time-limited switching regime,” J.
Appl. Phys., vol. 75, pp. 5547–5549, May 15, 1994.

[4] L. H. Bennett, F. Vajda, U. Atzmony, and L. J. Swartzendruber, “Ac-
commodation study of a nanograin iron powder,” IEEE Trans. Magn.,
vol. 32, pp. 4493–4495, Sept. 1996.

[5] G. R. Kahler and E. Della Torre, “Rotational magnetization measure-
ments on magnetic particle recording tape,” Physica B, vol. 343, pp.
350–356, Jan. 2004.

[6] E. Della Torre, Magnetic Hysteresis. Piscataway, NJ: IEEE Press,
2000.

Edward Della Torre (M’76–SM’85–F’91) was born in Milano, Italy. He re-
ceived the B.E.E. degree from the Polytechnic Institute of Brooklyn, Brooklyn,
NY, the M.Sc. (E.E.) degree from Princeton University, Princeton, NJ, the M.Sc.
degree in physics from Rutgers University, and the D.Sc. degree from Columbia
University, New York.

He has taught at Rutgers, McMaster, and Wayne State University, and has
chaired the Electrical and Computer Engineering Departments at the latter two
universities. He has also been associated with the RCA and Bell Telephone Lab-
oratories. Since 1982, he has been Professor of Engineering and Applied Sci-
ence in the Electrical and Computer Engineering Science Department of The
George Washington University, Washington, DC. He has performed research
on the numerical modeling of magnetic materials and devices, especially as ap-
plied to magnetic recording. He is the author of over 200 refereed publications,
almost as many conference papers, and holds 18 patents. He has also written
three books: The Electromagnetic Field, with C. V. Longo, Magnetic Bubbles,
with A. H. Bobeck and Magnetic Hysteresis.

Dr. Della Torre was elected to Eta Kappa Nu, Tau Beta Pi, and Sigma Xi. He
is a Fellow of the American Physical Society.

Levent Yanik was born in Adana, Turkey. He received the B.A. degree in
physics from the Cukurova University, Adana, and the M.A. degree in physics
from The George Washington University, Washington, DC. He is currently
working toward the Doctor of Science degree at the Department of Electrical
and Computer Engineering, The George Washington University.

Prior to joining The George Washington University, he worked at the World
Bank Group as an Information Technology Consultant, focusing on electronic
government. He also worked as a Research Fellow at the U.S. Department of En-
ergy’s Thomas Jefferson National Accelerator Facility (Jefferson Lab). During
his stay at the Jefferson Lab, he collaborated with team members to develop the
Tagged-Photon Facility, which has now been installed in Hall B of Jefferson
Lab and fully commissioned. He is currently a Research Fellow at the Institute
for Magnetics Research, The George Washington University, working on the
numerical modeling of magnetic materials and devices.

A. Emre Yarimbiyik was born in Istanbul, Turkey. He received the B.S. degree
in physics from Istanbul Technical University, Istanbul, Turkey, in 2001. He is
currently working toward the Doctor of Science degree in computer engineering
at The George Washington University, Washington, DC.

He held a summer position at COMSAT Laboratories, Clarksburg, MD, in
2000 working as an Instrumentation Engineer/Programmer in the development
of Comsat Antenna Verification Program (CAVP). He was a contractor at Lock-
heed Martin Global Telecommunications, Clarksburg, in 2001 supporting the
design of an LTCC based modular MEMS phased array antenna for low earth
orbit satellite communication applications. He is currently a Guest Researcher
in the Enabling Devices and IC’s Group of the National Institute of Standards
and Technology (NIST), Gaithersburg, MD, working on copper interconnects.

Michael J. Donahue received the B.S. degree in electrical engineering, the
M.S. and Ph.D. degrees in mathematics, and the Ph.D. degree in welding en-
gineering (nondestructive evaluation program) from The Ohio State University,
Columbus.

He did postdoctoral research jointly with the Institute for Mathematics and its
Applications at the University of Minnesota in Minneapolis and Siemens Cor-
porate Research, Princeton, NJ, before accepting a position with the Magnetic
Materials Group at the National Institute of Standards and Technology (NIST),
Gaithersburg, MD. Since 1996, he has been a member of the Mathematical Mod-
eling Group at NIST, where he leads development of the OOMMF public do-
main micromagnetic package. He has authored over 25 refereed publications.


